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Passive Control of Linear Systems*
Kresimir Veseli¢! Katrin Brabender! and Kresimir Delini¢?

Abstract. We propose a method for designing optimal damping viscosities of dampers in
order to calm down vibrations of a structure with given mass and stiffness parameters. Our
method is based on the minimization of the trace of the Lyapunov equation in the underlying
phase space equipped with the energy norm. We compare our method with other common
approaches.
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1. Introduction

Dangerous vibrations are frequent practical problem in the industry. Particularly
delicate are vibrating systems whose mass and stiffness structure cannot be easily
modified. This is the case with piping systems in chemical or power plants. Here pure
clamping is forbidden due to the danger of thermic deformations. All this becomes even
more serious, if the performance of an already operating system should be improved.
A possible solution consists of adding viscous damping by building in a number of
dashpots. So, the following question is of interest: given the masses and the stiffnesses

determine the available dampers’ viscosities so as to insure an optimal evanescence.

In this paper we will propose a method to this end. We suppose that the conditions
are such that the linear model can be applied. Here “optimal evanescence” has to be
precisely defined. The usual way of doing this is (cf. [8]) to require

max Re A\, — min, (1)

(here \i are the phase space complex eigenfrequencies of the system) to be minimal.
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Criteria like (1) concern rather the asymptotic behaviour of the system, and it is
not a priori clear that they will favourably influence the behaviour of the system at
finite times, too.

We propose here to minimize the total energy integral

/‘X’ E(t)dt — min. (2)

This criterion leads to the use of the Lyapunov theory. More precisely, our aim is to
minimize the average of E(t) over all times ¢ as well as over all initial data of unit
total energy and a given frequency range. This average has been shown to be just the
trace of the solution of the corresponding Lyapunov equation. The advantages of this
quantity are:

(i) its obvious closeness to the total energy of the vibration, and

(ii) its smoothness as the function of the damping parameters, which allows standard
methods of minimization via gradient or Hessian.

Note that this last property is not shared by the spectral penalty functions (1). On
the other hand, it has recently been shown that the solution of the Lyapunov equation
provides rigorous bounds to the energy decay of a vibrating system ([13, 14]). The
program we propose here has been completely realized in [12] in a special case of one
dimensional damping. In this particular case we were able to avoid the tedious solving
of the corresponding Lyapunov equation, and provide a simple closed formula for the
optimal damping parameter. In applications we are dealing with, the rank of the
damping matrix (i.e., the number of the dashpots times their degrees of freedom) is
greater than one, but still much smaller than the whole dimension of the vibrating
system. Here we cannot avoid solving the Lyapunov equation repeatedly, and must
see that the computation time does not become prohibitive. We propose three means
to cope with this challenge:

(i) by using the special structure of our penalty function, we derive simple efficient
formulee for the gradient and the Hessian which greatly reduce the number of
Lyapunov equation solvings,

(ii) we apply a frequency cut-off which allows the reduction of the matrix sizes, and

(iii) we develop a method to determine the “initial guess”, i.e., the starting point for
the trace minimization process.

Both (ii) and (iii) are not fully understood yet, but our existing theory and the
experiments indicate their reliability. Our choice for the starting point is to take the
so-called “modal critical damping” and approximate it — in the sense of least squares
— by the allowed viscosities (note that the damping depends linearly on the viscosity
parameters). It is believed that the modal critical damping is the global minimum over
all possible dampings. Thus far, we only know that at this point the penalty function
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has a local minimum. This is one of the key theoretical results of this paper. We show
that this minimum is global, if we restrict ourselves only to the modal dampings.

This paper is organized as follows. In Section 2 we derive the phase space Lya-
punov model and the penalty function. We show that the Lyapunov solution controls
the decay of any oscillation. In Section 3 we describe the frequency cut-off and in
Section 4 the so-called “modal cut-off” | pointing out the unreliability of the latter. In
Section 5 we derive efficient formulee for the gradient and the Hessian of the penalty
function, thus allowing computational savings during the minimization. In Section 6
we define the starting point for the minimization process and give theoretical justifi-
cations for our choice. This section contains our main theoretical results (Theorems 1,
2 and 3). In Section 7 we compare our penalty function with another one, the spectral
abscissa. On examples we show that the two may differ significantly. The Appendix
contains a rather lengthy proof of Theorem 1.

The methods presented in this paper have been successfully implemented to opti-
mize some concrete structures in the course of improving the performance and security
of a pipe system in a nuclear power plant. The detailed results will be published else-
where.

2. Mathematical model. Decay criteria.

We consider a damped linear vibrational system described by the differential
equation
Mi+Ct+ Kx =0, (3)

where M, C, K (called mass, damping, stiffness matrix, respectively) are real, sym-
metric matrices of order n, with M, K positive definite and C' positive semidefinite?.
Often the matrix C describes few dampers, built in in order to calm down danger-
ous oscillations. An example is the so-called n-mass oscillator or oscillator ladder
(Figure 1), where

M = diag(mqy,ma,...,my,),
ko+ki  —k
—k1 ki + ko —ko

*knfl
_k'n—l kn—l + kn

C= ch eper (4)
k

2In some important applications (e.g., with so-called lumped masses in vibrating structures) M,
too, is only semidefinite. This case can be easily reduced to the one with a nonsingular M, at least
if the null-space of M is contained in the one of C.
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where ey, is the k-th canonical basis vector. Here m; > 0 are the masses, k; > 0 the
spring constants or stiffnesses, and ¢; > 0 the damping constant of the damper applied
to the mass m; (in Figure 1 with kg = 0). Note that in the figure the rank of C' is one
and we call such damping one-dimensional®.

Figure 1. The n-mass oscillator with one damper.

To (3) there corresponds the eigenvalue equation
(VMM +\C + K)x = 0. (5)

All eigenvalues of (5) obviously lie in the left complex plane. We now go over to the
2n-dimensional phase space by taking factors

K=o, M=o,
and setting
Y1 = @1T=’E, Y2 = @2%-

Then (3) is immediately seen to be equivalent to

P = Ay, (6)

Y1 0 ‘1)1T‘I)2_T
— A= 7
v (yz) (—@21@1 —o,'Cce; " ) @)

with the solution 1) = e4t1)y, 1o initial data. The factors ®;, 3 may (but need not) be
taken as Cholesky factors, i.e., as lower triangular. The eigenvalue problem Ay = Ay
is obviously equivalent to (5). Moreover,

Ty = ||¢))? = 2T Ko + 27 Mi = 2E(t).

In other words, the Euclidean norm of this phase-space representation equals twice
the total energy of the system. From this it follows that all phase space matrices are
unitarily equivalent. Thus, for all total-energy relevant considerations we may choose
any of these representations at our convenience. A further property of any phase
matrix A is the so-called “J-symmetry”:

T (T 0
AT = JAJ, J—(O _I), (8)

31In general, the rank of C equals the number of the dampers, whereas the range (i.e., the column
space) of C' determines (and is determined by) their positions.
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which is verified directly.

Now, (2) can be written as
g Xtbg — min, (9)
where
o0
X = / ATt eAt gy
0

solves the Lyapunov equation

ATX 4+ XA =1, (10)

and 1) = e1)y is the solution of (6), with 1 as initial data. The inconvenience of the
criterion (9) lies in its dependence on the initial data 1. Thus, instead of the quantity
P& X1y, we take its mean value over all initial data 1) having the same energy ||1o]|?.
Therefore, instead of (9), we require

/ Y& Xpy do — min, (11)
lloll=1

where do is a chosen probability measure on the unit sphere S2* = {1y € R?" | ||1)o]| =
1}. As it is easily seen, (11) is equivalent to

(e.¢]
tr(ZX) =tr (Z/ ATt et dt) — min,
0

where Z is a symmetric positive semidefinite matrix (induced by do) which may be
normalized to have unit trace. By using (8) we obtain another interesting formula for
the trace

tr(ZX) =trY,

where Y is the solution of another Lyapunov equation*

ATY v+ YA= -2, Z,=JZJ. (12)

By using the well-known “frequency domain formula” ([8])

1 o0
X = o /_OO(—iw — AT (iw — A) 7 dw,

we see that averaging over initial conditions is equivalent to averaging over amplitudes
f of steady-state solutions

rexp(iwt), == (iw—A)"'f,

4This is a special case of the general properties: if ATX + XA = —B and AY + YAT = —Z then
tr(ZX) = tr(BY), JAJ = AT tx(Y) = tr(JY J).
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which are the answer to the harmonic load fexp(iwt). This shows that in optimizing
transient behaviour we also optimize the steady-state one. Taking the most natural,
invariant measure on S?", we obtain Z = (1/2n)I.

As a simple illustration consider the one-mass oscillator, where

A(_?/E \_/E) k= k. (13)

Now,

2 c

trX =—-+4—

g c + 2k
takes its minimum at ¢ = 2v/k and nowhere else. This is the known case of critical
damping. Note that here the criterion (1) yields the same value of ¢. For a general
system with one dimensional damping® C' = cww?®, ||w|| = 1, one can show ([12]) that

X
X = Xic+ 22+ X3,
C

where X7, X5 can be directly computed from the eigensolution of the undamped
problem, i.e., from (5) with C' = 0. This formula, which is valid whenever C' has rank
one, leads to an extremely simple minimization of tr(ZX), which is always a hyperbola
in c¢. This avoids the use of time-consuming algorithms for the Lyapunov equation like
the one in [1]. The only eigendecoupling needed is the one for the undamped system,
and is done only once ([12]).

As can be directly seen, the optimal A in (13) has no eigenbasis due to nonlinear
elementary divisors. This prevents the general use of the eigendecomposition of A to
optimize viscous damping®. For large systems we have to make a choice of Z which
takes into account the fact that we are averaging not just over all state vectors, but
over those from a certain frequency range.

To this end we choose our factors @, P2, such that in (7)
o, ', = Q = diag(wi, . - -, wn)

is a diagonal matrix with positive diagonal elements w;, which we will suppose to be,
say, increasingly ordered. This choice is always possible, in fact, it is obtained by the
eigensolution of the undamped system (5) with C' = 0. Here w; are the undamped
circular frequencies and the columns of ® are the mass-normalized eigenforms:

K®=Md0%, "M =1.
Then by taking ®; = =7, &, = &7, we obtain the phase matrix

w:(Z;) A:(_g _%) ¢ =o7Ca. (14)

5This is the case e.g., if in (4) only one of ¢; is different from zero.
6In fact, according to our observations, just “optimally” damped systems tend to have rather
highly clustered and defective eigenvalues.
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This is the “modal representation” of the phase matrix, and it is in this form that we
will use A in the rest of this paper.

Now, averaging over the frequency subspace determined by w < wpax is obtained
by choosing

I, 0 0 O
0 0 0 O

Z=17s= 0 0 I ol (15)
0 0 0 O

where I is the identity matrix of dimension s defined by ws = wmax-

We will now show that thus obtained X, { = tr(ZX) nicely controls the time
history of the vibrational system. Indeed, according to [14], for any unit initial data
1o we have

" ) a h 2—t/h
et g—(u—) , (16)
T

for any ¢t > 0 and any h between 0 and ¢. Here
a =g X, [X]>a.
For t > a we may set h = a, and (16) gives
2-t/a
vl < (14 1) a7)
Let now ¢ be from the subspace spanned by Z, i.e., 19 = Z1g. Then
a=vs Xty =va ZXZo < ||ZXZ| < t2(ZXZ) = tr(ZX) = (.
Altogether (note that the expression on the right-hand side of (17) is increasing with a),
¢ 2-t/¢
o< { (i) e
1, otherwise.
Another popular decay criterion is the spectral abscissa
Am = max Re(A(4)),
based on the asymptotic estimate
lleAtapo|l < C- e(Am+e)t
for any € > 0. The shortcomings of this estimate are
(i) there is no control over the constant C., and
(ii) the quantity A, is not a smooth function of the matrix elements.

While the second point is obvious, the first needs an appropriate illustration, which
will be given in Section 7.
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3. Frequency cut-off

Solving (10) is numerically quite a time-consuming task, especially if in searching
for an optimal damping (10) has to be solved many times. According to [1], each
solving of a Lyapunov equation of order 2n takes about 15 (2n)® = 120n® operations.
This may become very soon prohibitive if, e.g., the number of equations or their
dimension get large. Anyhow, since we are interested in lower frequency region — this
is expressed in the form of our weight matrix Z — we are heavily tempted to do a
similar “cut-off” surgery on the input matrix A as well. This is also suggested by the
fact that the rank of the damping matrix is much smaller than n, or, more precisely,
we have

g
C=> ciddl, (18)
=1

where d; are fixed vectors, determining the dampers’ positions. So, instead of the
original

9
Az(_g _%), C:—@;lc@;T:ZciwiwiT, (19)
i=1

we obtain a “cut-off” matrix
0 Q,
we(82), -

where €, and C'\,« are obtained by taking the first » rows and columns from € and C ,
respectively; 7 > s has to be conveniently chosen: not too small in order to sufficiently
reproduce the true dynamics below wg, and not too large in order to prevent prohibitive
dimensions. Our experimental evidence suggests that r should be larger not only than
s, but also than g, the number of damped dimensions. We still have no rigorous
theoretical justification for this “cut-off Ansatz”, particularly for our heuristic ways
of choosing r (our r is never much larger than s). When we say that the cut-off
r should “sufficiently reproduce the dynamics”, we mean that tr(ZX) and tr(ff( )
(corresponding to the cut-off system) are nearly the same, i.e., the relative estimate

(21)

tr(ZX) — tr(ZX)
tr(ZX) ‘

is small for the whole range of dampings considered, and moreover, that for given
dampers positions

c(mzn) o E(mzn)
j i
L D 22)
K3
is small, where cgmm)’ 5Emm) represent the viscosities for minimal tr(ZX), tr(Z)? ),

respectively. This assumption is quite strong but not unrealistic. It is exactly fulfilled,
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e.g., if

9
C=> cwuw! =vV" C.=VVT,
i=1

and VV7T is block-diagonal with
vvT 0

vvT = ( 0 ‘7‘7T) , where fﬂ?T # 0. (23)

Note also that quite often the undamped system is given only through a number of the
eigenfrequencies and their eigenforms. This number is usually quite smaller than the
total number of degrees of freedom. So, the only way of obtaining any result under
these circumstances is just to accept the said cut-off approximation idea (of course, our
cut-off r is of a more drastic size). All this, however, does not diminish the necessity
of theoretical justification, including error estimates.

The conjecture, for instance, that damping matrices C converging to the block-
diagonal form (23) lead to an arbitrary small relative estimate (21) and (22), proves
to be false. In case g = 1, i.e., one damper, we have investigated the cut-off problem
exactly (see [2]). One of the important results is, that an arbitrary enlargement of
the distance between the frequencies ws and w,1; leads to an arbitrary reduction of
the relative estimates. Also, an arbitrary enlargement of a component of w; in the
region before the cut leads to an arbitrary reduction of the relative estimates. In
case g > 1 we have no exact results. However, experiments show that enlarging of
the distance between the frequencies in the region after the cut and before the cut
leads to a reduction of the relative estimates, too. The experiments show also that
the requirement that the rank g of the damping matrix is less than s, leads to better
results (see [2] again).

4. Modal cut-off

Here we would like to briefly discuss another approximation which seems to be
very popular, and which reduces the computational effort much more drastically. Tt
is the so-called “modal approximation”, which consists of replacing C' in (19) by its
diagonal part. Now the Lyapunov equation solution comes for free, once the un-
damped eigenproblem is solved. However, this may falsify the dynamics dramatically,
in particular in cases with small damping rank, which are our main interest.

This phenomenon is certainly not new, but it seems that its importance is not
always properly appreciated. Thus, we illustrate it on a three-mass ladder (Figure 1)
fixed at both ends and having unit masses and unit spring stiffnesses. The damper is
applied at mass #17.

"The damper has to be positioned nonsymmetrically, if we want the second mode to be affected
as well.
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The system at rest is put into vibration by applying unit impulse to mass #1.
Our first graph (Figure 2) shows the time history of the position of mass #3 according
to the full dynamics (full line), confronted to the one with cut-off dynamics (dashed
line). In the same manner, Figure 3 shows the time history of the total energy. We
see that neglecting the non-modal part of the damping matrix causes severe underes-
timation in predicting displacements. The weakness of this approximation is also seen
by confronting the true damping matrix

C =

S o0
o O O
o O O

with the modal cut-off damping matrix

[\

-2 1
Ca= 2 V2,
-2 1

both in Euclidean coordinates. The modal damping matrix shares the symmetry of
the undamped system, while the true damping is seriously asymmetric.

1
E _\/§
AW

[\)

Nevertheless, the idea of the “modal Ansatz” is too attractive to be completely
abandoned. In fact, it can be very efficiently used in iterative minimization, as will be
described later.

5. Gradient and Hessian

In standard minimization procedures the efficiency may be significantly hurt by
the costs of computing the gradient, or even the Hessian of the penalty function. Our
penalty function reads

f(cla ce '709) = tI‘(ZX),

where X is the solution of the Lyapunov equation

ATX + XA=-B, (24)
or, in other words
X = / A1 B e dt. (25)
0
Here X depends on ¢q,...,¢, through A from (7), whereas the matrices Z, B are

symmetric and independent of ¢1, . .., ¢,. Writing 0; for 0/0c; and by using (18), (19),

we have
0
KA = —wwl, w= (@Q_ldi) .
By differentiating (24) we obtain

T T T
A 6 X 8 XA AX'U}ZU}Z ’U.},LU}Z X (26)
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_06 1 1 1 1 1 1 1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Figure 2. Time history: full line = fully damped, dashed line = modally damped.

0.6

o 1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Figure 3. Total energy decay: full line = fully damped, dashed line = modally damped.
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Thus, to find
0;f =0; tI‘(ZX) = tr 6Z(Z)()7

we first have to solve altogether g + 1 Lyapunov equations that differ from each other
only in their right-hand sides. This can reduce the computational effort considerably,
when using the standard Lyapunov solver from [1]. In fact, [1] first reduces A to the
upper triangular form (or better, the real upper block-triangular form) which is the
same for all equations; it is the backward substitution which has to be repeated each
time. Unfortunately, the operational count of this backward substitution is of the
same order of magnitude as the Schur reduction®, and the computational effort for the
gradient may still be much larger than the one for the function value f(c) = tr(ZX)
alone.

However, the special form of the penalty function f allows the computation of
its gradient with solving at most one more Lyapunov equation with the same left-hand
side — independently of the number s of the components of the gradient. Indeed, after
applying formula (25) to both the equations (24) and (26), we obtain

(o)
Oif = —/ tr (Z ATt (XwiwiT + wiwiTX)eAt> dt
0

= —w] Y Xw, —w] XYw, = —2w] XYw,,
where Y = fooo exp(At) Z exp(ATt) dt solves the “dual Lyapunov equation”
AY +YAT = -2Z.
By the J-symmetry (8) we have
Y =JX,J, with ATX,+X,A=—-JZJ.
In the special case of Z = Z,, we have Z,J = JZ, and
Y =JX,J, with ATX,+X,A=-Z,.

The last Lyapunov equation has the same left-hand side as (24). Now, the components
of the gradient are obtained cheaply:

Oif = —2wl' JX1 T Xw,,
with some n? operations. If B = Z = I, then X; = X and the Lyapunov solver is
needed just once.

A similar formula exists for the g(g+1)/2 components 9;0; f of the Hessian matrix.
After a straightforward calculation we obtain

0;0;f = —2w] 9; X J X1 JXw; — 2w, ; X JX1J Xw;,

so these can be obtained under the additional cost of computing all s components
hX,...,0,X from (26), which is again a significant saving.

8Solver from [1] needs about 20n2 operations for the Schur reduction and about 2.5n3 operations
for the backward substitution.
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6. Initial guess

No matter which minimization method is used, the efficiency may be poor if we
do not have a good initial guess, i.e., a starting configuration which is not hopelessly
away from the optimal one.

This tackles two important questions. Does our penalty function have a global
minimum? Are there several local minima? Our experiments indicate a negative
answer to the second question, although non-convex penalty functions have been found.
The first question remains open, even if we let C vary over the set of all positive
semidefinite matrices. In this case, however, we know more.

Theorem 1. Denote by M the set of all matrices of the form
Q0
0 H
where H wvaries over the set of all symmetric positive semidefinite matrices of order
n — s, such that the corresponding A is stable. Then the set M gives the function
tr(Z,X), ATX + XA = —1I, a strong local minimum. In other words, in the set of
all stable A there is a neighbourhood O of M, such that our function, restricted to O

takes its (absolute) minimum on M and nowhere else. In particular, our function is
constant on M.

6:2@:2( ), ﬁs:diag(wl,...,ws),

For the proof of this theorem we refer the reader to the Appendix at the end of
this paper.

In order to understand better the background of this theorem, take a special case
Z = Zs = I. Then the set M reduces to a single matrix 22 which gives rise to an
A, which is just a direct sum of n two-dimensional blocks, each of them describing a
one-dimensional critically damped system. For any such single system the theorem
above is known to be true (in this simple case the function is even convex). It seems
plausible, and experiments confirm it so far, that 2€) is generally the best.

Conjecture 1. The minimum from Theorem 1 is global.

Another result of a similar kind is given in [3] for the case of a continuous “modally
damped” system. Here we present a finite matrix analogue of the aforementioned
result.

Modally damped systems are characterized by the generalized commutativity
property CK'M = MK~'C. In the modal representation (14) this means just
commutativity CQ) = QC. In this case the solution X of the Lyapunov equation

0 -0 0 Q
(Q 6)X+X(Q 6):—1

is directly shown to be (cf. Cox [3])

1A0-2 4 -1 10-1
X<QC’Q +C1 1o ) (@7)
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We now represent Z from (15) as

- - Z 0 Sz - _ 1, )\Swmaxa
ZZs<0 Z>’ Z—f(Q), f()\){o7 A > Wmax-

This Z has the property that any c commuting with 2 commutes with Z also.

Theorem 2. Let Q) be fized and let C vary over the set of all positive definite matrices
commuting with Q. Then in the representation

= (I 0 Q. 0 ~_(Cs 0
Z = Q= N = 5
(00) 2=(% ) = (5 )
the function tr(Z;X) can be expressed as a strictly convex function of the variable (75.
Consequently, within this set the minimum is global.

)

Proof. From (27) follows
. . 1 o~ o
tr(Z,X) = f(Cy) =2tr C; 1 + St (Q;2C,).

To prove the strict convexity of f, take A, B positive definite and 0 < a < 1. Let

U=aA"'+ (1- a)B_1 —(aA+(1- a)B)_1
=A% —a)(al + (1 —a)W H YW+ W —20)A1/2

where W = AY2B~1AY2. Then U is positive semidefinite (this follows from the
positive definiteness of W and al + (1 — a)W 1, and the positive semidefiniteness of
W + W=t —2I). So, trU > 0, which is the convexity of f. If this inequality becomes
an equality, then U = 0 or, equivalently, A = B. So, f is strictly convex. [ |
Now, our initial guess for minimization methods is obtained as follows: Among
all C = crwywl + -+ +¢ wgng, take the one that is closest to the set M.
This leads to the following least squares problem:

g g
< .2 ~ : cag 2
dist (M,ZE_I Ci wzwlT> Clmmcg dist (M,;_l clwlwlT)
a g
20, 0
< 05 H)g c; wywl
i=1

2
) (28)

A stable with C = (293 0 ) }

= min inf
c1,....¢g \ HES

where

0 H

S = {H positive semidefinite of order n — s

Here, || - |7 is the Frobenius norm. Now, in general this minimization does not need
to yield a positive semidefinite C = YY_, & w,w]. With the assumption ¢; > 0 for
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all 4, problem (28) leads to the nonnegative least squares problem (see [2]):

2
C1

min XO — [Al A2 ‘e Ag] , (29)

C1,...,Cqg>
20, 0
Xo= {7
0 ( 0 O)a

ViR 0 v,
Ak:< ( ) A T)’ V:<;\\ )z[wl...wg],
0 V2VE(VE_) Vs

where XZ’“ or 175“1_8 is the k-th column of ‘75 or of XA/n,S, respectively, with 1 < k < g. It
is not a priori clear that the minimization (29) leads to a C, so that the corresponding

Cg F
with

A is a stable matrix. However, in all our applications, the obtained C not only led to
a stable A, but also to a reasonable starting point for minimization. This cannot be
fully explained yet. A partial explanation is given by the following theorem.

Theorem 3. If Z; = I and w; in (19) are mutually orthogonal, then all &; of the
optimal C' from the least squares process (28) or (29), respectively, are positive.

Proof. The initial guess coefficients are given by projections

_ 2wl
¢ = —"——"
[l

|
In this case C leads to a stable A, except in the trivial case when V' = [w; ... wg] has

a Zero row.

7. Spectral abscissa versus trace

In many applications optimizing the spectral abscissa gives about the same results
as optimizing the trace. This is not always so; in particular, the optimal spectral
abscissa may fail to control the solution at finite times. We will take two examples
from the recent work of Freitas and Lancaster [4]. Both matrices are “optimal” in the
sense that they have a “best spectral abscissa” under all symmetric damping matrices.
In the first example we have

(10 (k0
v=(5 1) <=(% &)

with k1 = 1, k2 = 25. The optimal abscissa damping is

(e uﬁ?@ﬂf)

C=——
TR\ (- R
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2 0
Cd_(o 10>'

The corresponding phase space matrices are A and A,. For the solutions y = Ay,
¥4 = Agy, with the common initial data

Our best damping in this case is

y(0) = ya(0) = [ —0.2278 —0.3012 —0.4847 0.2468],

we obtain the following two figures: a typical time history (coordinate #1) can be
seen in Figure 4, and the time history of the total energy is displayed in Figure 5.

Optimal abscissa is better for large times, but then, anyhow, everything is calmed
down. For finite times, however, optimal abscissa may allow larger oscillations.

Another example from [4] is given by

1
M = diag(1,1,1 K =di —, 64,1
iag(1,1,1), iag (100,6 , 00>,
with the optimal abscissa damping
4(a — 493) (851201 — 32a)b 4be
17775 35550(9887 + 16a) 395 - 33/2
(851201 — 32a)b  64(493 — a)(a — 53818)  16(a — 1204)c
35550(9887 + 16a) 17775(9887 + 16a) 395 - 33/2 7
4bc 16(a — 1204)c 4(53818 — a)
395 - 33/2 395 - 33/2 9887 + 16a

where

a = /385249, b= /2585257 + 15776a, ¢ = /103a — 63929.

Our best damping in this case is

02 0 0
Cai=1|0 16 0
0 0 20

The corresponding phase space matrices are A and Ay. For the solutions y = Ay,
a = Aqy, with the common initial data

y(0) = ya(0) = [0.2176 0.1927 —0.4159 —0.0456 —0.0582 —0.1467]7,

we obtain
max ly(t)]] = 11.4002, mtaxHyd(t)H = 0.5334.

A typical time history (coordinate #1) can be seen in Figure 6, whereas the time
history of the total energy is displayed in Figure 7. Here the difference of both criteria
is more drastic.
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Figure 4. Coordinate #1: full line = optimal abscissa, dashed line = optimal trace.

0.25

I I I I I I
0 100 200 300 400 500 600 700 800 900 1000

Figure 5. Total energy: full line = optimal abscissa, dashed line = optimal trace.
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Figure 6. Coordinate #1: full line = optimal abscissa, dashed line = optimal trace.
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| | |
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Figure 7. Total energy: full line

L L L
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= optimal abscissa, dashed line = optimal trace.
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Appendix

To prove Theorem 1 we first give a suitable formulation of the well-known criteria
for a local minimum of a real-valued function in a finite dimensional vector space.
Lemma 1.

(i) Let f be a continuously differentiable real-valued function on a neighbourhood of
xo € R™. Then grad f(xzo) = 0 if and only if

=0 foral veR" v#0.
n=0

d
@f(xo + )

(i) Let f be a twice continuously differentiable real-valued function on a neighbour-
hood of g € R™. The Hessian Hess f(xq) is positive definite if and only if

2

e >0 forall veR" v#0.

p=0

—— f(xo + pw)

Using this Lemma we will now prove Theorem 1.

Proof of Theorem 1. We prove the statement of the theorem for the set

~

s

Mo = {60 =20=2 ( 0 2) with Q, = diag(ws, . ..,ws), H positive deﬁnite}.

My is a dense subset of M, so that the statement of the theorem follows finally from
the continuity of the solution of the Lyapunov equation.

Let C' be a positive semidefinite matrix. The corresponding matrix C from (14)
is also _positive semidefinite. For any 20 € My, the matrix C can be written as

C =20+ 1V, where V is a symmetric matrix of order n. This representation can be
used to define the neighbourhood O of Mg (or M).

Let V be an arbitrary symmetric matrix of order n and let
Cp =20+ V. (30)

For all sufficiently small p, the matrix @ is positive definite, so the Lyapunov equation
AZX + XA, =—I, where

A= A(Cy) = (09 %ﬂ) - <OQ 7(25251 uV)>’ (31)

has a unique solution X, = X(au). In other words, for any given Co =20 € Mg and
any V, A, is stable and C,, is in the neighbourhood of My, for all ;1 from a certain
neighbourhood of zero.

Our function f is f (6#) = trY),, where Y, := Z,X, solves the Lyapunov equation
AzY +Y A, = —Z, (this follows from (12) and the J-symmetry of Z,).



58 K. Veseli¢, K. Brabender, and K. Delini¢

According to Lemma 1, for arbitrary Co = 2Q € M, we have to show

d
—trY,| =0 (32)
du . =0
for all symmetric matrices V' of order n, and
d2
—trY, >0 (33)
dp? " =0

for all symmetric matrices V' of order n, such that 6# ¢ M, for small y. From (30),
if we write V as a 2 x 2 block—matrix

V= (%T; “22) ,  Vag of order (n — s), (34)

this is equivalent to the requirement that V77 and V;5 should not vanish simultaneously

otherwise, C,, € M for small 1).
o

In the rest of the proof, 2 x 2 block decompositions of n x n matrices always have
the same form as in (34) without further notice.

1. Step:
In the first step we show that (32) holds for all symmetric matrices V.

First we determine
d d

@ tI'Y;L =tr @YH
By differentiating the Lyapunov equation for Y},
ATY, + Y, A, = —Z,, (35)
we obtain p p g p
<@A£>Y# + AZ@Y# + <@Y#>A# + YM@A# =0. (36)
From (31), we have
-V:.= @A“<O V>d,uA“' (37)

Now, (36) can be written as the new Lyapunov equation

d d ~ ~
A,{@YM + <@YM) A, =VY, +Y,V, (38)

with the solution 4 -
Dyam [T e a
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Taking the trace yields

(o)
tr %YH = —tr / At (VY, + Y, V) et dt}
0

oo T~ o T ~
= —tr / eAut VY, eAnt dt} —tr [/ eAut Y,V eAnt dt}
0 0

I > =~ T > T =~
=—tr / VY, et et dt} —tr [/ et ety vV dt}
LJo 0

M. [e'e) . [e'e) T .
=—tr|VY, / eA“teAutdt} — tr K / efnt eAutdt)YMV]
L 0 0

= —tr(VY,X,) — tr(X,Y,V) = —2tr(VY, X,),

where -
X, = / eAut ALt gt (39)
0

is the solution of the Lyapunov equation A,ff s X HAZ =—1.

By assumption, X, is the solution of the Lyapunov equation AEX ut XA, =—1
Since A,, is J-symmetric (8), this equation can be written as

JAWJX, + X JA] T = —1,
or
A X, + JX, AL = —1.

It follows that X, = JX,.J and

d ~
tr Y= =2 tr(VY,JX,.J). (40)

Finally, we have to find explicit forms for Yy and X. Let

Q= (Qs xo >
0 Qs

The solution Yy of (35) for p = 0 is easily seen to be
Uy Uyg
Yo = , A1
0 (\11{2 Uso (41)

10-1 ¢
)a ‘1112‘1122<205 O)' (42)

where

“]

lw
Q)

qjll(

jen)}
o O
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Likewise, the solution X of the Lyapunov equation AgXo + XoAp = —1I has the form
D11 P12
Xo = , 43
0 ( @{2 @22 ) ( )
with
30-1 19-1 o 10-1 0
Py =12 o= 278 Doy = | 278 44
w= (200 ) = (B 0 e (B0 ) )
where
Wi Wi
W= 45
(W ) (45)
of order 2(n — s) is the uniquely determined solution of the Lyapunov equation
Qs Qs I,
QO n—s W+ W QO n—s _ ( In—a IO ) ) (46)
Qs —2H 0, . —2H 0 —Ins

From (40), by using (37) and (41)—(44), we obtain
d — % _ 0 0 b —Dyp
tr (@Yu) = =2tr(VYyJXoJ) = —2tr [ (V‘IIITQ Vllfgg) (_‘1)1T2 By
= QtY(V\I/?Q(I)lg) — QtY(V\IIQQ(I)QQ)

lﬁ*Q 0 15\272 0
= 4°"s — 4 =
2tr {v( : O)} 2tr {v< : O)] 0.

We have just proved (32). Furthermore, the set M is connected and My is a dense
subset in M, so we obtain that tr Y (Cy) = const on M.

pn=0

II. Step:

In the second step we show that (33) holds for all symmetric matrices V', such

that Vi1, Vi2 do not vanish simultaneously in (34).
First we determine
2 d2
d—u2 tr Y;t = tr d—‘LLQY;L

By differentiating the Lyapunov equation (38) and using (37), we obtain the Lyapunov

equation
A (L) o (Lya, 2o (Ly)) 12 Ly, )7
© dMQ K d,u2 K L dﬂ H d,u H )

with the solution
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As in the first step, by using (39) and Xu = JX, J, the trace can be written as

trd—QY = —tr [/00 eAlt {2‘7<1Y > + 2<iY )‘7} eAut dt}
dMQ H o d,u I dﬂ H
= —2tr [/OO ‘~/<iYM> eAnt ALt dt} —2tr {/00 <£YM>I7€A;J eAut dt]
0 dp o \du
~/d d ~
= —-2tr |V @Y# JX,J| —2tr @Y# VIX,J|.

Let Yy be defined as L
e (B D),

47
Yy Yao du 47)

n=0

With Xy from (43), it follows

d?
=)

= —2tr(VY{JXoJ) — 2tr(Y{V.JXoJ)

n=0

— ot 0 0 D —Pyo
- VYIE VYoo 7@%’2 Doy
ot | (O YioV Q11 P2
0 YQQV *(I){g (1)22

=-2 tI‘(—Vi;lch)lg + V%Q(PQQ) — 21}1‘(—?'12‘/(1){2 + %2‘/@22)

= 4tr(Y1,V L) — 4tr(V Yo ®a). (48)

Now we have to determine the submatrices 1712 and ?’22 of the matrix Yy, which
is the solution of the Lyapunov equation (38) for ;1 = 0. In other words, we have to
explicitly solve the Lyapunov equation

ALY + Y] Ay = VYo + YV,

where Yj is given by (41) and (42). In accordance with (47), this leads to the following
four matrix equations

—QVL Y150 =0 (49)

—OYa9 + Y110 — 2Y150 = U1,V (50)

QY1 — 2QV5 — Yo = VT, (51)

Oy — 2Q0Vas + Yi5Q — 2Y500 = Vg + UsyV, (52)

where equations (50) and (51) are adjoint to each other. The first equation yields

-1 ~ 1
Yip =5 St YL = -5 s, (53)
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where S is a skew-symmetric matrix, i.e., ST = —S. Substituting this into (48), we

get
d2
()

Now we have to determine 1722 and S more precisely. Let the block-matrix repre-
sentations of S and the blocks in Y be

S Ry Rio > | Qi1 Q12
Vi = C Vie—-85071= :
H (RlTQ Rgg) 270 Q21 Q2

Vyp = Py Pro g — S Si2
PL Py )’ —SL, S )-
With these definitions and (42), each of the equations (49)—(52) can be written as a
2 x 2 block-matrix equation. Altogether, this leads to 16 block-matrix equations in

terms of the smaller blocks that have just been defined. We group them in accordance
with the 2 x 2 block-form of (49)—(52).

First we consider the (2,2)-block of the block-matrix equations corresponding
to (49)—(52). We get the following four equations, where once more the second and
third equation are adjoint to each other:

75\2",5@52 - Q22§n75 =0
Qs Py + RooQy s — 2Qo2H = 0
ﬁn—sR22 - 2HQ§2 - P22§n—s =0

= 2tr(SQ IV DT,) — 4tr(VYar®0). (54)
pn=0

ﬁ71—‘5'6222 - 2HP22 + Q§2§n—s - 2P22H =0.

This system is equivalent to the matrix equation

0 —Q s (R22 Q22)+(R22 Q22) 0 Qs :(0 0)
O, . —2H )\Qh P» 2 Pe)\_Q, . —2H 00

Positive definiteness of H implies that the matrix

0 Q.
Qs —2H

is asymptotically stable too, and the matrix equation has only the trivial solution
Roo = Q22 = P22 = 0. From (53), we obtain

~ 1 1 SuO7t 807t
Vip = . 501 — : < 11A 12Qn1 ) _ (811 Q012) , (55)
—SHOTT S00,1, 2

S0 Soo = 0 follows, as well.
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Putting this result into (54), together with (44), we obtain
& 070 S0, Q1 VW
tr <—2Y#> =2tr Sufl, 512 1; ) 12 i
ap® "/ o —S50;! WEQY VW]
it Vi Via %PuQ;l P13Was
—au T 1 pT Q-1
Vis Va2 —P12Q . 0

= tI‘(SHﬁ;lVHQ )+tr(5129 ! Vng ) QtT(Sgﬁs_l‘/iQWS)
—2tr(Vi1 P Q) — 2te(Via PEQTY) — 4 tr(V5PiaWas).

Q! are symmetric matrices, we have

Since S11 is a skew-symmetric matrix and Vi1, Qg

~ ~ 1 ~ ~ 1 ~ ~
tI‘(SHQ;IVHQL:l) = 5 tI‘(Sllﬂ;IVllﬂzl) -+ 5 tr ((Sllﬂzlvllﬂzl)T)
1 1
= 5tr(Q Wi Q7 S) + 5tr(Q W QST
1 = ~ 1 - ~
= 5 tI‘(Qs_l‘/llﬂs_lsll) — 5 tI‘(Qs_l‘/llgs_lsll) =

So, we get
d2
«(a%)

Now we consider the (1,2)-block of the block-matrix equations corresponding
0 (49)—(52). We obtain the following four equations:

= tI'(SlQﬁ;ié‘/lgﬁ;l) — 2tr(Sg§;1V12W1T2) — 2t]ﬁ‘(‘/11P11§;1)
pn=0

— 2tr(Vie PEOTY) — 4 tr(ViE PraWay). (56)

~0,Q8 ~ Q120 =0 (57)
0P+ RisQ s~ 2QuH = L 0,V (58)
QO Ri2 — 20,Q7, — P126n—s =0 (59)
0,Quz — 20, Pio + QT Qs — 2P H = % 07 Wi (60)
From (55), we conclude that
Q2= ¢ Suﬂn e Qo1 = *% SLOTY, Qb = *% 0112, (61)

so (57) is satisfied. By putting this into (59), we get (AZSRH + S12 — Plgﬁn,s =0, i.e.,

Sia = P1aQy,_s — Q. Rio. (62)
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Now we put (61) into equations (58) and (60), and obtain

—Q Py + R12§n75 — SuﬁgisH = ﬁglvm,

N — N~

O AN ~ 1~ A N
QSsl2QZLiS —2Q,P1p — 5 9;151297175 —2P1H = Q;1V12.

|~

By replacing S12 with (62) in these equations and subtracting them, we get

1~ 1 EN ~ 2 1~ P 1~ PS
5 P2+ 5 RaoQy + ProH + QR H + 3 Q2RO+ 5 Q71PL0% | =o.

n—s

This equation can be written as

1~ 1~ A
AH+35 QA+ 5 Q7'AQ2 =0, (63)

n—s

where A = Py + ﬁsngf\Z;ES. Equation (63) has only the trivial solution A = 0. To
see this, postmultiply (63) by AT and take the trace:

W(AHAT) 4 1 tr(@.047) + £ (01402 AT) =0,
ie.,
te(AHAT) + %tr(ATﬁsA) + %tr(ﬁ;l/QAﬁi_sATﬁgl/Q)
1 ~ ~
= tr [(AH?)(AHY*)T] + St [(ATQY2)(ATQY)T]
+ %tr (1200, )(@512A0, )] =0.

Every single term is greater or equal zero. Because of the positive definiteness of the
matrix €2, this equation is valid only for A = 0.

So, we have P +§SR12§;; =0, o0r Py = ffAZSRu?l;ES. Putting this into (62),
for S1o we get

Si2 = P12§n75 —Q.R13 = —Q.Ris — QuR1a = —2Q,Ryo.

From (61), we have

1 A 3 5-
Qi2 = 2 S1260,1, = ~ QR = Piy (64)
1 ~ ~ o~
Q21 = ) Sng_l = RITQQSQ;I = R1T27 (65)

and

v Qu Pyo >
Yo = .
12 (R%é O
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Substitution Pjg = %Slﬁgis from (64) into (56) leads to

d? A ~ ~ ~
tr (d_,UfQY“) = tr(‘/anisS?QQs 1) - 2tr(Sng 1V12W17;) - 2tr(‘/11P1198 1)

pn=0

(Va2 STOTY) — 2tr(VES10 L Was)
=-2 tr(‘/'llpnﬁs_l) — 2tr(‘/1€§;1512W12)
— 2tr(V;5 8100 Was). (66)

To complete the proof, we analyze the terms on the right-hand side of (66). For
the first term we will show that

—2 tr(VHPHSA);l) Z 0,
and that equality is possible only in the case Vi; = 0.

We have to evaluate Pij, so we consider the (1,1)-block of the block-matrix
equations corresponding to (49)—(52). We obtain the following four equations:

~0.Q7 —Qu =0 (67)

~ ~ ~ 1
—QsPi1 + Ri1Qs — 20119, = 3 Q' (68)
. . . 1 o~
QsRi1 —2Q,Q7, — PuiQs = 3 Vi Q! (69)
~ ~ ~ ~ 1~ 1 ~
QsQ11 — 20, P11 + Q1 Q — 2P11Q = 3 Qv + 3 Vi Q;t. (70)

Note that (68) and (69) are adjoint to each other. Furthermore, from (53)
1 o~
Q1 = B St

where S1; is a skew-symmetric matrix, so (67) is satisfied. Substitution of Q17 into
equations (68) and (70) yields

~ ~ 1~
—QsP11 + Ri1Qs — S11 = 5 le‘/u (71)
1 .~ ~ ~ ~ ~ ~ 1 .~ ~
5(95511951 — 95151195) - Q(Qspu + PuQs) = 5(9;1‘/11 + VIIQ;l)~ (72)

We solve them componentwiie, using that Pj1, Ri1 and Vi1 are symmetric matrices,
S11 is skew-symmetric, and Q, is diagonal, i.e., (P11):; = (P11)ji, (R11)i; = (R11) i,

(Vi)ij = (Vin)jis (S11)ij = —(S11)jis and (Qs)i; = widyy, ford, j = 1,...,s. From (71),
we obtain the following equations in positions (i,7) and (j,4), respectively:

V ..
—wi(Pr1)ij + (Ra1)ij wj — (S11)ij = (21%

(V11)i

—wj(Pra)ig + (Ru)ij wi + (S1)iy = =5 ~=
J
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Multiplying the first equation with w; and the second one with w; and then subtracting
them, gives
(w5 —wi)(Pr1)ij — (wi +w;)(S11)is = 0,
or, since w; > 0,
(S11)i5 = (wj — wi)(Pr1)i5- (73)
From (72), we have the following equation in position (i, j):
1 Wi Wy 1 1 1
s\——— ij = 2(wi +wj)(Pr1)i =5 —+ — ij
2<wj wi>(511)] (wi +wj)(P11)i 2<wi+wj>(vu)a
Multiplication by —2w;w;/(w; + w;) yields
(wj —wi)(S11)i5 + dwiw; (Pr1)ig = —(Vi1)ij-
By using (73), we get
(Vi1)4
Pu)ij = - _(p)
(P11)s @i+ w0, 2 (P11);

Therefore, we have

~_ * S~ (Vin)ij (Pi1) i L (V)%
_ 2t 1 — ( J J — J >
(Vi P, = 230 30 il _p5hsn S o ny
=1 j=1 =1 j=
where —2 tr(VnPnﬁs_l) = 0 is possible only for V17 = 0.
Finally, we consider the last two terms on the right-hand side of (66); we will
show that N R ~
A= —2tr(VEQ 1 S1oWia) — 2tr(V;58129;, 1 Was) > 0,
and that equality is possible only when Vi, = 0.
By (64) and (65) we have

1 N 1~
Py =Qi2 = 3 S12Q, 1., Riz= —5 Q1 S2.

Putting this into equation (58), we get

P

Vh = —0;1, 5502 - Q, ST, — 2001, SLA,. (75)

Hence

3 = 2t1‘(§;i85?2§5512W12) + 2t1‘(§n755g§;1512W12) + 4tI‘(H§;isS?QS12W12)

S

+ 21:1"(6;155?2655126;1514/22) + QtY(Qn_sSTQSmﬁ;iSWQg)
-+ 4‘51‘(H§;i85?2625512§;i8W22)
= 2tr(Q L, ST, S10Wia) + 2 tr(Qps S0 1810 Wis) + 2tr[Q L ST 810 (2Wio H)|

+ 2tr(§;issf;§§512§;isw22) + QtY(Qn,SSESuﬁ;iSWQQ)
4 tr[(2HWas + 2Wae H)OQ L ST0,5101 . (76)
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The block decomposition of the Lyapunov equation (46) for W is

7
78
79
80

O W WiaQs = — L (77)

7§n75W22 + Wllﬁnfs —2Wi2H =0 (78)

Qn Wit — 2HWE — WasQy_y = 0 (79)

Qu s Wi — 2HWas + WLy — 2WasH = —1I,,_,, (80)

where (78) and (79) are adjoint to each other. From (77), we can write Wia as

~—1

1= 2
Wig = 3 Q. +60 (81)
where G is skew-symmetric, i.e., GT = —G. Furthermore, from (78) and (80), we get
2WioH = —Quy s Was + W11 Qs (82)
2HWas + 2War H = 0y Wiz + WO s + L. (83)

Placing (81), (82) and (83) into (76), we obtain

A= 2tr(§;1551T2§5512W12) + tr(ﬁnfssngﬁ;lSuﬁ;is)
4 240(Q o ST AT 81,60 L) — 260(Q; L. ST S150 s W)
+2 tr(ﬁfliSSlTQSmWnﬁn—s) +2 tr@;issﬂﬁiSuﬁ;isz)
4 2tr(Qps ST 5120 Was) + tr(Qn s WinQo L ST, 51201 )
4t (WEQ QL ST0,5071 ) + (21 ST0,51.01 )
= 4t0(Q:1, 800, S1aWi2) + tr(SLOT1S10) + 26r(SH0C181G)

+ 2tr(S75S1aWh1) + 2tr(5;issfgﬁgsmﬁgisw22) + tr(ﬁgissfgﬁsslﬁgis).
Since G is skew-symmetric, and Sﬂﬁ;l&g is symmetric, we have
tr(SH0;151,G) = tr(GT S5O S10) = — tr(SH07191.G) = 0,

As Q, is positive semidefinite, so are S50 1S5 and Q1 57,Q,512Q, 1, and we get

tr(SLO1S) >0, tr(QrL,S50.510:1,) >0,

with equality if and only if S12 = 0, i.e., (see (75)) V12 = 0. It remains to prove

X

A= 4’61‘(@;155?2?25512“/12) + 21]1‘(5?25121/[/11) + QtT(Q,giSS?Qﬁ?SlQﬁ;iSWQQ) > 0.
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The matrix W from (45) is positive definite, as a solution of (46). We consider the
following congruence transformation of W:

= (i w) = (3 ase) (i w) (3 asin)
. Wi Wa/) 0 9,529, Wiy, Wa 0 Q.50

W is positive semidefinite, and, in particular, for all s-dimensional vectors x, we have

(IT xT) (%1% %12) (i) = :UT(WH + WITQ + Wia + ng)x > 0.
12 22

T

So, the matrix Wn + ng + ng + ng is symmetric, positive semidefinite, and has a
nonnegative trace. We conclude that

0< tr(Wn + Wng + Wis + Ww) = tr Wiy + 2tr Wia + tr Way

N ~ ~ N = -~ E
= tI‘(SuWHSg) + QtY(SlgwlgﬂgiSSEQs) + tr(QSSIQQZiSWQQQZiSS’EQS) = 5
So, we have proved that A > 0, where equality is possible only for Vj2 = 0. Together
with (74), this proves (33). [ |
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